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The CEWES MSRC is located in the Information
Technology Laboratory at the U.S. Army Engineer
Waterways Experiment Station (CEWES) in

Vicksburg, MS. The MSRC houses several of the mos
powerful High Performance Computing (HPC) systems

in the world and provides a technical staff to provide
full spectrum support for the Department of Defense

(DoD) researcher. This support ranges from Help Des

assistance to one-on-one collaboration.

The CEWES MSRC is located in the Information Techno

Shared Resource Center

logy Laboratory, Dr. N. Radhakrishnan, Director

Computational Technology Areas

The DoD user base includes more than 4,200

+ computational scientists and engineers. To meet the

needs of defense scientists and engineers, their
applications have been categorized into ten
computational technology areas (CTAs). The CEWES

k MSRC provides primary support for five CTAs:

e Computational Fluid Dynamics.

The Scientific Visualization Center (SVC) is one of the « Computational Structural Mechanics.
largest, most diverse, and best equipped facilities of its
kind based on the latest SGI graphics supercomputers
and industry leading visualization software suite. The
SVC is staffed with engineers, computer scientists, and
visualization specialists to provide the DoD with a
source for visualization expertise and capability.

» Climate/Weather/Ocean Modeling and Simulation.
» Environmental Quality Modeling and Simulation.
» Forces Modeling and Simulation.

The Office of the Secretary of Defense is investing in
high performance computing to provide the U.S.
Military with a technology advantage to support
warfighting requirements. The DoD High Performance
Computing Modernization Program (HPCMP) provides
advanced hardware, computing tools, and training to
DoD researchers utilizing the latest technology to aid
their mission in support of the warfighter.

The Programming Environment and Training
component of the program provides for transfer of
cutting-edge HPC technology from premier university
centers; development of parallel programming tools;
training DoD users of the MSRC in HPC skills; and
collaboration among university and government
research teams and Historically Black Colleges and

Universities/Minority Institutions. The HPCMP has three initiatives: high performance

computing centers, which consist of major shared
resource centers and distributed centers; the DREN to
provide advanced networking capability
interconnecting DoD researchers with high
performance computing resources; and the Common
High Performance Computing Software Support
Initiative, a software development program designed to
provide technical applications that will exploit scalable
computing systems.

The Defense Research and Engineering Network
(DREN) and the Internet provide international access to
the CEWES MSRC HPC systems. Please contact the
MSRC Customer Assistance Center for information
about accessing the CEWES MSRC resources. The
customer support Web site addresktip://www.wes.
hpc.mil The toll-free customer support number is
1-800-500-4722.
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For the past two years, the four MSRCs
have been faced with the installation and
operation of an enormous influx of new
compute, visualization, and storage capa-
bility. Just think of it, in early 1996, the
MSRCs consisted of a few Cray UNICOS
systems and a Paragon. The backlog on the
CEWES C90 has fallen from weeks to
days, and the scalable compute capability
has grown from a single system to the
dominant compute capability in the pro-
gram. The services, agencies, and users
have melded into a unified community
working together to share their expertise.
We have come a long way in two years.

From the perspective of the MSRCs and
the distributive centers, we are now focus-
ing on two areas. The firstis better integra-
tion of resources within each Center and
the second is enhanced sharing of resources
among the Centers. We have had long
discussions about uniformity across the
Centers and everyone - especially the users -
agrees that uniformity is important. We
also recognize that unique capabilities of
both systems and staff at each Center pro-
vide technical advantages and foster a crea-
tive energy that strengthens the program.
We do not want to lose this. The two focus
areas must be in concert with each other. A
single Center can do something to accom-
modate the needs of some users, but it may
be inefficient to try to meet such needs at
every Center. System installations have
settled down a little in the past few months,
and we are up to the challenge. The teams
have been formed, the personalities have
surfaced, and the expertise has been iden-
tified. We need your input, help, and
patience, but in general, look for positive
change.

In concert with implementing these
changes, we recognize the need for training
to help the users better understand the
changes and best utilize them. Please keep
a close eye on our Web page for these
training courses. Also, if you have users at
your site that will benefit from the training,
let us know and we will be happy to come
to your site to conduct the training.

Bradley M. Comes
Director, CEWES MSRC
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Forces Modeling Simulations Set World Records

Wayne Mastin, Ph.D.

The CEWES MSRC reently mack the national news
asasignficant metacomputer contributmm two world
record Forces Madling Simulations The simulations
modeled tie movement of troopganks supply
vehicles and otler support veltles in a military
scer@rio in the SaudArabia, Kuwait and Iran theater
of operations.

The first recod was broken in Novaber 1997 at the
ninth annubSuperomputing Conferereheld in San
Jose CA. A recod simulatian of 66,23 entities,
including fixed wing aircraft, rotary wing airciaft,
fighting vehicles, and infantrywas condated as part
of the D contribution to the Conferenc&he
simulation was exeuted by a Jet Propulsion
Laboratoy (JPL) team led by Dr. David Curkendil.
The computesused for this simulatiowere the
256-procesa IBM SP at CEWESthe 256-proessor
IBM SP at the Aeroautical Systera Center (ASC),
Wright-Patterso Air Force Bag in Dayton Ohio, and
two 64-proessa SA Origin 2000s at ASCall
interconnected over DREhe Defense Bseach and
Engineering Network.

The secad record was gén March 1998 at the
Technoloy Area Revew and Assesmert briefings at
the Spae and Nawl Warfare Centein San Diego.
Again, the CEWES MSRC 3 was a major player.
This simulation was conducte by a California Institute
of Technolog team led by Dr. Sharon Brunt. A total
of 13 computers frm 9 differert sites were used to
host the 100,298-vetle entity level simulation A
totd of 1,38 procesorswere usd in the simulation.

The simulatio made use fosoftwale developed in the
Globus projet, a reserch effort fundel by Defense
Advaned Reseach Projecs Agercy (DARPA), the
Department of Energynd the Nabnal Science
Foundatia to investigate and del@p software
componerg for next-generatio high performance
Interneé computing A list of the sites, numbers of
processrs, and vehicles simulated appsaelow.

Site Compu ter | Processor s | Vehicles
California Institute HP 240 21,951
of Technology
CEWES SP 232 17,049
Aeronautical SP 130 10,818
Systems Center
Maui High SP 148 9,485
Performance SP 100 6,796
Computing Center
Hewlett-Packard HP 128 8,599
Headquarters
University of SP 100 6,989
California, San
Diego
National Center for SGI 128 6,693
Supercomputing
Applications
Army Research SGI 60 4,333
Laboratory SGI 60 3,347
Naval SGI 60 4,238
Oceanographic
Office
Totals 1,386 100,298
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CEWES MSRC Team Wins

Army R&D Achievement Award

John West and Alex Carrillo

A Department of ta Army Reseach and Deelopment
Achievement Award was presed at the 21st Army
Science Confererdn Norfolk, VA, 15-17 June 1998,
to a team bresearchers fron the CEWES MSRC. The
tean members honored were John\Eest Alex R.
Carrillo, and C Stepha Jones.

Resarch and Deslopment Achievemermwards are
given for outstanding leadergtor achievements in
resarch and development (R&D) that havesulted in
improved U.SArmy capabilities and hacontributed
to the Nation’s welfare. The CEWE MSRC award
was forareal-time particle simulatio systen that
allows DoD saéntists and engeers to visdize and
steer tle computation of the interactidbetween
military vehicles or vehicle systsn comporents and
soil particles.

The hearof the simulatia is the sdiparticle program,
adiscrete element model initiglldeveloped by

Drs. David A. Horner and John.FPeters of the
CEWES Geotchnical LaboratoryThe simulation
takes advantage of the high performance computing,
high-sped networking, and visuéization
environments at hCEWES MSRC. The system
couples heterogeeous parllel computers \a high
bandwidh networls to create an interactive sysatgo
study the interactio between vehicles and soil mass

Numerical Simulation

I\Pllessage Passing HiPPI

rogramming i

Model All Particle Data
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Visualization & Interaction

Data Reduction

undergoimg large, discotinuous deformationd his
projed is part of an ongoing DoD efford ecrease
reliance on full-scatestirg in the deelopment of the
next generationfovehicles and vebie-mounted
weapors systens through modelig and simulation.
The goals a&to use “virtual” proving grounds to
accomplish the mantasks requied to deelop a new
systen from corcept to prototype and to shontthe
systen development cycle.

The systen employs a collectio of high performance
parallel computerconnected ¥ high-speed networks
to perform vey large calculations in real-timelt was
first demonstrate at
Supercomputig ‘96 in Pittsburgh,
PA, where it was used torsulate
the behavioof sol particles in a
mine plowing exercise The results
of the simulatio were transmitted

_ crAv.cas via asynchronaositransfe mode
Seieon”? (ATM) networls to a workstéion
that performd the concurrent
visualization The demonstration
resultel in a gold medal for the
CEWESMSRC tam inthe
HeterogeneaiComputing category
of the High Performase
Computing Chllenge at the
Supercomputig ‘96 conference.

Shared Memory
Programming
Model

Force
Feedback
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PET Sponsors Computational Grid Workshop

Richard Weed, Ph.D.

Larry Thorn, a systems analyst from the University of
Texas/TICAM, along with Yuping Zhu, a research scientist
at the Northeast Parallel Architectures Center (NPAC) at
Syracuse University, view NPAC’s Web-based grid
information search tool. They were two of the 42
participants in the workshop.

The Programmig Environmer and Trainirg (PET)
componehof the CEWE MSRC—along with one of
its academic partnerghe University of Texas at
Austin—spnsored a workshopndoD requirénents

for computational grid generation. This workshop was

part of a serigof PET meeting on topic of
importane to DoD resarches who use tle unique
computational resources of the MSRC.

Computational gridsraneshes are neded when using
superconputers to model mardefense-riated
resarch problems. The generation of largrids is
indispensatd for scientists athengineers working in
DoD technoloy area suc as computational fluid
dynamics, computatiohatructurd mechanics,
climate weather and oean modelingand
environmenthquality modeling DoD and Department
of Enery (DOE) scientiss projed that, within tle next
few years, the increasig complexity of numerical
simulatiors will require computationbgrids
numbering in the billiogof points.

The workshop was coewed and moderatby

Dr. Joe ThompsarFounding Diretor of the National
Science Foundatios Engineering Resarch Cater for
Computational Fiel Simulation ad adistinguisted
profesor of aerospaeengineering at Misssippi State
University.

“Thefocus of the workshop was to bring togerth
DoD, DOE, NASA, and MSRC cmputational
scientists to disceghe currenstae of theart in
computational grid generatiorg define required
improvements to exiing capabilitiesand to outlie a
plan for futue research in the fieldl was vey pleased
with the number of scientists and émeggrs tht
attended the workshop ancetprogress thiawe made
outlining our future plans; Thompson said.
Participants in the workshppeld at the Uniersity of
Texas at Austin in Mart 1998 also included
Mississppi Stae University and Ohio State
University, both CBENES MSRC PH academic team
members.

The PH progran is an inegral part of the Do High
Performaige Computing initiative “The PET program
brings togethea team of researctefrom leading
universities and #aDepartment of Defersto provide
DoD scientists ad engineers with the exqtise
required to move to the next gemation of
superconputers,” sai Dr. Dick Pritchard Nichols
Resarch Director of PET.

Grid generated for calculating damage to a deeply buried
underground structure from bombs or missile attacks.
Such calculations allow U.S. Forces to attack such
installations with a high degree of confidence that desired
levels of damage will be attained and that collateral
damage to surrounding non-target areas will be
minimized.




System Upgrade Places CEWES MSRC
Among Top Ten HPC Resources

Jim Rogers

A recenty completed hardwarand software upgrade
positiors the CEWES MSRC as one of the 10 lagt
unclassifiel computing resowes n the United States,
basel on the Numerical Aerosga Simulatio Parallel
Benchmarks.

Centrd to the upgradwere the installatio of a seond
IBM SP scalabé parallel supesomputer and a
substatial upgrace to an exiing SA Origin 2000
distributed shaed memoy supecomputer These
upgrads push the pdacomputationbcapability of the
CEWES MSRC to nore than 583 billio n floating point
operatios per seond (GFLOPS) The aggregate HPC
memok capaciy increagd by more than 110 GBes
(to 485 GByta), and moethan 2.5 TBytes of HPC
disk capcity was aded.

At the heatrof the Centers computirg environment is
ahigh performane high-availabiliy fil e sener
(HAFS). Based on two SG Origin senersand SGI's
FAILSAFE software the HAFS Network File System
(NFS) serves acomma home directoly structue and
dedicatel work area to ary of the Centess six
superconputers aross multiple high-spgeed network
connections. Neayll TByte of Fibre Channel-
attached disk provi sustined high performarecfor
the accounts of more than 200&ctive users.

Dr. Radhakrishnan, Director of the Information
Technology Laboratory, which houses the CEWES MSRC,
informs visitors of the new IBM SP scalable computer—
part of the effort to push our computational capability to
new heights.

Origin 2000

To bette sene the expanding viglization and
renderiry requirements foits usersthe Ceter has also
significantly upgraled its Scientiit Visualization
Cente (SVC) and Vide Production FacilityThe
upgrade configuratian provides a high-end Owx
server configuratiowith 12XR100 processorsand
4 GBytes RAM and two Oyx systems cdiigured

with 6XR10000 proessos and 1 GByte RAM eah.
Three Silicm Graphts dual-processor Oate
workstatiors were added, and four SilicoGraphts
Indigo2 workstaibns were upgracd to R10000-bsed
platforms The resultig configuration will support the
visualization of the multi-gigabyte dat set being
producel by the Centers HPC users.

The Video Producbn Facility upgrack isfocused on
an end-to-ad digital backbone ad the integration of
the Soiy ES-7 Non-Linear Editing System.
Complementig the non-linea digital systen are a
DVCAM-format video camera and vidipe reorder.
Thes new systerawill support the CEWES MSRC's
requirement to delivehigh-quality animatian and
visualization and live video coverage irafully digital
environment.
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SC 8 HPC Challenge Award
Most Effective Engineering Methodology

Mary Gabb

The CEWES MSRC ha flexed its computational
muscles oneagain. The HRC challenge team (shown
below) wa the prestigiows “Most Effective
Engineering Methoalogy” award for the high
performane computirg challenge at SC98held
November 7-3 in Orlando, Florida.

The CEWE MSRC team demonstrated the latest in
HPC technology by modeling wae motions fran a
dangerasinlet off the Florica coast Ponce Inléis
notorious for patches of rough veatwhich have
capsized boatas thg ente or leave the inletThe
advanced programming techniquesdisethe
demonstratio redwed the elculation times lp orders
of magnitude—in this e from 6 months ta3 days.
Reducing calculatiotimes ato makes modeliglarger
bodies 6 water, sud as an ente cosstline, feasible.

“We selecté a code usgby the Nawy for forecasting
and analysis of harbor coitidins. So it was na an

academic tdgroblem it was sanething of red use,”
says Dr. Stewve Bova, HRC challeng team leader at
CEWES MSRC. “This type of research has many
applicatiors for the Department of Defensthe
military wans to locate dangerous aof wate so
they won't moa aship ttere, for exampleor send a
team of Naw SEALs a Army Rangers through that
area,” says DHenly Gabh a member of the MSRC
projed team Other applicatiorsinclude preventio of
erosion alog the ocean floor in turbulémreasand
markinga safe navigation channel with buoys.

The CEWES MSRC séentiss used a progra called
CGWAVE, deeloped by Dr. Zeki Demirbilek of the
Coastal and Hydraulgd aboratoy at CEWESThe
application predict harbor conttions fran the pattern
of waves, cdkd a “wave coponant,” in the outside
sea taking into account the harbor shapnd
man-made struates sud as piers and nal/vessels.
CGWAVE allows scientiss to model whais

& i L |

£

government laboratory representatives. It was one of nine demonstrations, with participants from around the world,

competing for the award.

Contest participants presented their latest cutting-edge work to a panel of judges comprised of industry, university, and

The MSRC team members are employed by various
institutions throughout the country, but they work

together at CEWES. Team members include (left to right):
Christine Cuicchi (WES Information Technology
Laboratory), Dr. Henry Gabb (Nichols Research
Corporation), Dr. Steve Bova (Mississippi State
University), Dr. Clay Breshears (Rice University), and (not
shown) Dr. Zeki Demirbilek (WES Coastal and Hydraulics
Laboratory).

happaing in a harbor at angiven moment
(nowcasing), as wel as predit wha will happen
under a certaiséd of circumstance(forecasting).

Historically, a ladk of computing power has limitethe
predictive capabilit of the model because the
calculatiors take so long Advarces in the DoD
HPCMP computirg capabilities coupled with the
engineering methodologynack the HRC advancement
possibe. Using the CGVAV E program the team
combinal OpenMP (devi®ped using the KAP/Pro
Toolsé by Kuck & Assodates, Ing.and MR to do the
simulation “We usel MPI to distribute the workilt
wasa simple boss-worker stragy to balane the
workload,” sgsDr. Bova “MPI is used on mitiple
wave canponens at the same tim@®perV P gets bak
the answer to any one componetmore quickly.”

The tean al performed the simulatiarusing
computers in two differdriocations—athe CEWES
MSRC and the Aeraaticd Systens Center MSRC in
Dayton Ohio—simultaneously They used SGI/CRAY
Origin 2000s beause shar@memoy was requird for
the nestd parllel model. “We couldn't get dual-level
analyss without it [a shared memegrplatform]. And

it' sscalable” MPI_Conrect, deweloped by

Dr. Grahan Fagg of the Univerty of Tennessee
Knoxuville, is a set of functions #h conrects multiple
parallel superamputers ® work on a large-scale
simulation Dr. Clay Breskears anothe CEWES
MSRC tean membeysays “MPI_Conrect opens up
the scalabiliy of the problem to virtually infinity—as
mary machines as yocan use @n be harnssed b a
computation.”

OpenMP and MPare a powdul combination The
SC®B challenge demonstratin was the ifrst time the
two standards hag been useé togetheyard the results
were astonding. “Thiswas tlefirst ‘rea world’
demonstratio of the feasibiliy and effectivenes of
combining OpeNlP and MPI; says Dr. Stewe Bova,
the MSRC chllenge projed team leader “We can
now solve problens tha coastal analysts could rev
solve before.”

The demonstration includex stae-of-the-art
visualization of the harbor and its waweshowing the
area of greatest waeheight. The dawas also
explored using an Immersa@®k (Pyramid Systems,
Inc.) visualization sysém, which provided an
interactive 3-D rendering of the inle and the
computel solution.

A History of Trou le

Treacheous wates hawe long beleguered Ponce hlet.
Asealy asthe 1500s records indicae tha the enire
Frendt fled of Admiral Jean Rebaul waswredked by a
hurricane nthisarea In July 1997, tie fedeal
govenment ssueal a $35 million grart to repair the
inlet's nath jetty, which was causng navigdiond and
sdety problems.

The inlet first eaned the title “Mosquito Inlet” (“los
mosqiitos”) by Captén Antonio de Radoin 1569
becawge d the abundancefansecs. Locatel just over an
hou northeasof Orlando, tte inlet was ultimatdy
namel for Ponce @ Leon, discoveer of Floridaand
seder of the “fountain of youth.”

Today, the irlet boass a historic lighthouse, matained
by The Ponce e Leon Inlet Lighthouse Presevation
Associdion. Thefirst lighthous was aiginally built in
1835 after Congres approprided the $11,0® for its
constucton. Weakend by huricare damage,tiwas
replacel in 1887. To accesits spe¢acuar views of the
inlet, howeve, you hal beter be preparé to climb

203 steps!
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CEWES MSRC and Jackson State University
Test Emerging Internet Technology

for Distance Learning

Richard Pritchard, Ph.D.

Devebping World Wide Web technologfor two-way
communication via the Interhis making it possile
for professos at Syracus University in New York
stak to teat a computescience clasto studnts at
Jacksn Stak University (JSU) in Mississippi —more
than 1,00 miles avay.

The Distance Education Partnegspiojed has
enabled Syracesbased instretors b teach two
full-semester eademic-credit coursdor JSU Project
partnesinclude the J3J Computer Science
Departmentthe Northeat Parallel Architectures
Cente (NPAC) at Syracus University, and the
CEWESMSRC.

“Distance edication is nd a new ide, but the
Syracus-Jacksa Stae effort is uniqle because it uses
newly emergnt technologis deweloped by resarchers
at NPAC for collaboratim and edaation delivery over
the Internet, said Dr Dick Pritchard Directar of
Programming Environmeénd Trainirg (PET) at the
CEWESMSRC.

“Alon g with the new NPAC technologieswe are ado
using hypertetkmarkup langage the programming
language of the World Wide Weand Jawg, which
togethe with the NPAC Internecollaborative tools
provide an interactive teaching environment capabl
utilizing awhiteboard for writte messags between
instructos and stuents and two-way audio and video
using computer workations and tk Internet,”
Pritchard said.

In the neafuture this same technolggwill be used to
provide advanateducationhopportunities to
governmehreserchers academic institutionsand
busines and industy regardless of thkir location.

Dr. N. Rachakrishran, CEWES MSRC Site Maager
and Directo of the CEWES Information Technology
Laboratory explainal the importance of the projem

defense-rated resarch. “W e conster this ativity to
be of primay sigrificance in achieving our god of
minimizing the importane of place for ouDoD
resarch and development communityrhe DoD is
monitoring the progresof this projetto produe new
distance learnigsoluions for geogralically
distributed laboratoy personel.”

The Distance Learngproject was funed under the
PET portion of tre HPCMP, which supports
technolog transfe from universiy high performance
computing centers to the Doitial development of
the technologigand the course materials was fued
by the U.S Air Force Rome Laboratpiard the
Syracug University College of Engineering and
Computer Science.

The Syracus-basea instructos are ProfessoGeoffrey
Fox (Directar of NPAC), Dr. Narcy McCracken and
Tom Scavo Dr. Delesis Mitra seres as the course
coordinatoywith Mike Robirson as the Netwrk
Training Lead & Jacken State.

Distance education via the Internet uses many of the
same teaching tools of the traditional classroom. With
NPAC technologies, students are able to interact with the
professor using two-way audio and video, and a
whiteboard for written messages between students and
instructors.



CEWES MSRC Hosts 8th
DoD HPC Users Group Conference

Michelle Morgan Brown

The CEWES MSRC hosted tle Eighth DoD
High Performance ComputiyUsers Group
Conferenein Houston TX, during the week
of June 1-5The conferenewas héd at Rice
University, whichisa CBVNES MSRC
university partner The evehattractel more
than 300 attendsdrom across the country,
including users fron all four MSRCs and
fourteen D® Distributed Centers.

The purpose of thconfereneis to highlicht
research from various computational
technoloy areasDoD Challenge Projectsand
the Comma High Performane Computing
Softwale Support Initiative The evehincluded
presetatiors by Tom Dunn HPC Modernization
Progran Director, and Ri@ University Professors
Richad Smalley 1996 Chemistr Nobd Prize
Laureateand Ken Kenady, Directar of the Centefor
Resarch on ParallecComputationOver forty
technicé presematiors were given at the conference,
mary of them ly the CEWES team Whilein
attendanceuses also had th opportuniy to attend
training seminars, meet with contemporaries, and
enga@ in collaborative discussns.

Keynotk speker was Rear Admiral Paul Gaffney,
Chief of Navd Reseach and Marager of the Science
and Technolog Program of the Nay and Marine
Corps RADM Gaffney stresed the importance of the

Rear Admiral Paul Gaffney, keynote
speaker, stresses the importance of HPC
to the national defense.

Rice University campus

scientific and engneerirg resarch being performeby
DoD users“We in the military undersand the critical
importane of high performane computirg to the
national defense,” Gaffyaemarled.

The CEWES MSRC team contributed greaglto the
week-lang event by coordinating the meeting,
providing technichsupport, presemg papers, and
providing tutorialsMembers 6 the CEWES MSRC
organized and implemerteegistration procedures
and providé on-site asstance for attendeas well.

“Theuses | spoke with were impreed with the
quality of the demonstratiaand tutorials the caliber
of the attendes, and tte conferene as a whas,”
observe David Stinson, coordator for host
organization CEWES.

- I £2's

The Users Group Conference provides a forum for both
structured and informal collaborative discussion.
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Visualization at CEWES MSRC

Kent Eschenberg, Ph.D.
Mike McCraney
Phil Bording, Ph.D.

In the world of high performance computjrsgientific
visualization is not just ushul; it ises®ntial to putting
massive mounts of dad into a visuaform tha can be
understod and analyzedA scientific visualization
team at the CEWIS MSRC is utilzing high-end
computers to expte solutiors to some of the most
complex DoD engieering deggn and saéntific
resarch problems.

The challeng facing CEWES MSRC sgentific
visualization expertsis the ceation d still and
animatel imagestha presethdat@in a way tha is
usefu to scentists and enigeers througbut the DoD.
Thesimages eable DD resarchesto better
undersand the tremendos amounts of datgererated
by the MSRC'’s high perfenane computerswhich
include the CRAY C916 the CRAY T3E, the SGI
Origin 200Q and the IBM SP.

The Scientift Visudization Center (SVQ at CEWES
isan integral part of hboD MSRC, which islocated
in the Information Technoloy Laboratory The SVC
has a reput#n for consistenyl meetirg the challenge
of creating high-qualtgraphic and animatioafor
DoD scientists athengineers workingnicritical
technoloy areasVisudizations fran simple plots to
complex three-dimensial fly-throughs of large,
animatel scientific dah sets are
supporte through collaborative
efforts betwen sdentific
visualization expertsand MSRC
users The S\C staff includes
engineerscomputer sientists,
visualization experts, and artiss.
This tean has the esntial
expertise neessay to collaborate
with scientists and enigieers to
interpre resuls from large
computational investigations
performed a high performance
computers.

Fou DoD high performance
computing centersncluding
CEWES MSRC, are linked to the
DoD user communiyt by an
advanced computeetwork.
Togetherthe Internet and the
new D high-sgeed network

and Engineering Network) make the fddSRCs
accessit# to DoD resarches from coast-to-coastThe
DoD high performance computer resoegand the
scientific visualization centers give the U.®arfighter
adistinct advantagon the battlefield of the futug by
maintaining technological suprenyac weapon
design ad by providing the capabiliy to utilize
advanced technolggon land sea, and air.

Dr. Kent Esclenberg Senior Saéntific Visualization
Specialistnotes that, “Scientift visualizatio plays
two major roles at tt CEWES MSRC. as a tool for
analyzing datand for preenting datalnits rolein
analysisvisualizatio is uséul for looking at the
low-level numberswhile deweloping and verifying
algorithms, and as well as for highd aralysis to
undersand the physicd phenomenon under styd’

For example, the SVC recntly assised the U.S. Army
Groundwagr Modeling Technicé Support Ceter,
located at the CEWECoagal and Hydraulics
Laboratory in the prodution of avideo demonstating
the capabilities of the Groundter Modelirg System
(GMS). Using daa sets diretly from the GMS, the
SVC created substaice animatiors depictirg the flow
of a contaminant plume fnea sie with contaminated
groundwagér resoures (Figure 1) Three different

called DREN (Defen Resarch Figure 1. Contaminant plume contours



scenarios were investigated to
assess various cleanup methods
and time frames. This video
presentation will be used to
demonstrate to DoD
installations how the advanced
modeling and simulation
capabilities found in GMS can
help manage environmental
remediation operations.

Another example of the SVC
enabling researchers to better
visualize their results is the
project in which a Stanford
University team sponsored by
the Office of Naval Research
created a simulation of a
supersonic jet engine exhaust
to study the formation of
acoustic shock waves. A subset
of the original terabyte data set
was selected and displayed
(Figure 2) using software from
Advanced Visual Systems ~
(AVS) and software written by~ #*
the SVC staff. The resulting
package enables the researcher
to follow his or her intuition

and to immediately see the
results by rotating the objects,

Figure 2. Jet engine exhaust simulation showing creation of supersonic acoustic

grids, etc., all in three shock waves at Mach 1.9
dimensions.
The second major role for the success, a full suite of visualization, animation, and

SVC is in the presentation of results. This role cannot  computer-aided design/engineering application

be ignored since high-profile projects are subject to packages are available on the systems as well as
regular high-level management review. Scientific compilers, graphics tools, and libraries. A fully
visualization can bridge the gap between the details  integrated, broadcast quality Video Production Facility
and overall impact of the research. Good presentations, completes the SVC, providing DoD users with the

including quality graphics and animations, are also capability to compose broadcast quality videotape

vital to working with the general scientific community  demonstrations combining live video, graphic

at conferences and seminars. visualization, graphic animation, sound effects, and
narration.

The CEWES MSRC Scientific Visualization Center
provides users with the tools necessary to effectively
analyze information and present results. To ensure user

1



CEWES Major

Shared Resource Center

CEWES MSRC Users Have Helping Hand
in Customer Assistance Center

Mike Gough

The Custmer Assistince Cente (CAC) is the uses
advocate at inCEWES MSRC. The CA’sprimary
focusisto listen to the neds of the users o an
individual basis and #m conwy thos needto the
appropriate expertise in the GenThe CAC is
responsike for four areaof support account
administrationtechnicd support, techical
documentationand softwale configuration
managemenfive “front-line’ technicé support
analyss staff the CAC from 6:00 a.mto 7:00 p.m.
CST daily, except weekends and govensnt holidays.
The analysts retee both E-mail and telephone
requess for assisane and ae taskeal with respondhg
quickly and accuratglto comments and pradhs.

Requests are emed into a call-tickedatabas and
then tracked through the databas solutbns are
reached atha users ca be notified h a timely
manner The CAC usealayered support appaoh.
Sone problens and quesons can be addssed
directly by CAC personal, while othe requets are
forwarded by CAC to a seond layer of expertise, the
applicatiors analysts Sone of the requess are
resolhed at this level Requests that refne the
attention of sysim administratcs are forwarded to the
specifc groy of administratos assgned to the
particular systen involved.

Hardwae and third-pant software problems that
canna be resoled by systens and appications
personel are forwarded to on-site veor
repregntatives and/or apigatiors specialists provided
by the Programming Environmentdfiraining,
Computational Migation Group or Computational
Science and Engineering componeiitss four-level
layered apprach has ben quite effective in providing
users with the proper lelvof expertisen a timely
manner.

The software currentlused for @ll-tracking maintains
adatabas of user quetsons and resolions user
account informatiopproject account information, and
projed allocation data The databascan also be used
to quantify user respose in support of tred analysis.

In addition to the front-line CAC staff mentioned
above, other staff members feamn doaumentation,
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softwae configuration and account administration.
Documentation for edwof the Centers six sysems is
provided on-lie and vathe Centes Web sie. These
documens are contantly under revision to keep pace
with the dynamic naterof the modernizatioprogram.
Accourt administration taskinvolve approximately
242 projects 970 usersand 2,04 user acounts.

Softwale configuration management invohsthe
installation warrany, and maintenarecof
approximate} 57 third-party software pakages. This
task requirs an extensig database of #hstatis and
points of contact for each package.

The four-level, layered support — first addressed by
“front line” technical support analysts and, where
appropriate, additional specialized personnel —
provides unique solutions to individual problems. This
strategy has resulted in a 91-percent approval rating
from the quarterly customer survey.

A custome saisfaction survg is corducted quarterly,
and the masrecent survg revealed that more than
91 percent of resporetts ratel the CEWE MSRC
CAC as exellent or good in courtsy, knowledge and
overal customer support quali The godof the CAC
isto evaluag every problem ad provide a solutinin
the shortestime availableThe challengis to deliver
this goal in the dynamic CEWEMSRC enviroment.
More information abotthe Cusome Assisence
Cente can be found on the Web at http://www.wes.
hpc.mi or by calling 1-800-500-4722.
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